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ABSTRACT 

Stunting in children remains a significant global health challenge, particularly in low- and middle-

income countries. Addressing this issue requires an effective approach to predicting and preventing 

inadequate nutritional fulfillment. This study uses the Naïve Bayes approach to forecast nutritional needs 

for children's growth and development, providing practical information for stunting prevention efforts. 

The data used were sourced from 174 infant and toddler examinations at the Puskesmas Lawang, 

involving eight key attributes: gender, age, weight, height, head circumference, pre-screening, vision 

tests, and nutritional status. Key performance metrics were evaluated to validate the model's predictive 

capabilities, including accuracy, precision, recall, and F1-score. Six test scenarios were conducted using 

different percentages of training data (90%, 80%, 70%, 60%, 50%, and 40%) to evaluate the reliability 

of the Naïve Bayes method. Results indicated that the highest accuracy of 78.84% was achieved in the 

sixth test scenario. The third test scenario produced the highest precision at 97.5%, while the highest 

recall (100%) was observed in the first three scenarios. The highest F-measure of 90.3% occurred in the 

fourth scenario. These results suggest the algorithm's potential for early detection to decrease the number 

of stunting children. The study’s implications are twofold: practically, the model can be integrated into 

health monitoring systems to assist healthcare professionals and policymakers in designing more effective 

nutrition programs; theoretically, it highlights the adaptability of Naive Bayes for handling complex, 

multi-dimensional health data. 

Keywords: Artificial Intelligence, Machine Learning, Early Detection Of Child Physical Growth, 

Nutritional Fulfillment, Health Issues. 

 

1. Introduction  

Child malnutrition remains a critical global issue, with millions of children affected by 

undernutrition and its severe consequences. According to recent data, in 2022, about 148.1 

million children under five years old experienced stunting, reflecting 22.3% of this age group 

worldwide (Unicef, 2023). While stunting prevalence has declined globally from 33% in 2000 

to 22.3% in 2022, significant disparities persist, especially in regions like South Asia and sub-

Saharan Africa, which house the majority of stunted children (Organization, 2023). In addition, 

malnutrition and stunting are currently considered global problems (Raiten & Bremer, 2020). 

Based on data from the World Health Organization (WHO), more than half of all stunted 

children under five years old live in Asia, Eastern and Southeastern Africa, West and Central 

Africa, Middle East, and North Africa. By 2022, the stunting prevalence rates in Africa, Eastern 

Mediterranean, and South-East Asia will be 31, 25, and 31.10. 

Stunting results from prolonged nutritional deficiencies, often exacerbated by socio-

economic factors, poor maternal health, and inadequate infant feeding practices. The first 1,000 

days of a child's life, from conception to their second birthday, are critical for preventing 

stunting, as this period significantly influences physical and cognitive development. Early 

detection involves identifying children at risk of malnutrition before they develop stunting. This 

can be achieved through regular monitoring of growth parameters such as weight and height. 

Studies have shown that anthropometric measurements are effective tools for early 

identification of stunted growth (Ayukarningsih et al., 2024). By conducting periodic 

assessments, healthcare providers can recognize deviations from expected growth patterns and 
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implement timely interventions. Several screening tools have been developed to predict 

malnutrition and assess the risk of stunting in children. For instance, a study in rural Zambia 

introduced a practical screening tool that evaluates various risk factors, including birth weight 

and maternal education level, to identify children at high risk of stunting (Hasegawa et al., 

2017). Similarly, the "Stunting Tool for Early Prevention" identifies key predictors of stunting 

risk based on easily measurable factors such as maternal height and infant weight at six months 

(Hanieh et al., 2019). These example tools enable healthcare workers to make rapid assessments 

and initiate preventive strategies effectively. 

Early prediction involves assessing various risk factors associated with stunting to 

identify at-risk children before they exhibit signs of growth faltering. Research has 

demonstrated that predictive models can effectively forecast the likelihood of stunting based on 

easily measurable indicators. For instance, a study developed a scorecard for early detection of 

stunting risk, which utilized factors such as maternal height, infant weight, and gestational age 

to predict outcomes accurately. This scorecard achieved a sensitivity of 80% and specificity of 

75%, indicating its effectiveness in identifying children who may require intervention 

(Mardiyana et al., 2022). Stunting also can be prevented by early detection or early screening to 

predict malnutrition. By making early predictions, stunting prevention programs can be 

optimized. Prediction and integration of health data can be used as supporting data in decision-

making and strategic plans in the health sector (Arumi et al., 2023; Muflikhah et al., 2023). 

Therefore, another approach is required to utilize artificial intelligence technology, especially 

machine learning to provide accurate prediction of stunting in children. This study aims to 

predict children's nutritional needs to prevent stunting in Indonesia. In addition, this study 

analyzes the Naïve Bayes method regarding data usage in more detail. This analysis will make a 

scientific contribution to preventing children's stunting by using the Naïve Bayes algorithm. 

 

2. Literature Review 

Nutritional data is often high-dimensional and complex, encompassing various factors 

that influence dietary habits and health outcomes. Machine learning excels in analyzing such 

data due to its ability to identify patterns and relationships among multiple variables 

simultaneously. For example, studies have shown that ML techniques like Random Forest and 

Artificial Neural Networks can effectively predict malnutrition by analyzing diverse datasets 

that include socio-economic factors, dietary intake, and anthropometric measurements (Osco et 

al., 2020). The predictive accuracy of machine learning models has been demonstrated in 

various studies focused on nutrition. For instance, a study utilizing machine learning to predict 

nutrient content based on hyperspectral imaging achieved high accuracy rates for several 

essential nutrients, showcasing ML's capability to derive insights from complex spectral data 

(Qasrawi et al., 2024).  The robust theoretical framework supporting the use of machine 

learning models for predicting nutritional needs encompasses statistical learning theory, 

effective feature engineering, and rigorous model evaluation metrics. The ability of ML to 

handle high-dimensional data, its predictive accuracy across various contexts, and its 

adaptability make it an invaluable tool in nutrition research. By anchoring studies within this 

clear academic framework, researchers can leverage machine learning to enhance our 

understanding of nutritional needs and improve public health interventions aimed at reducing 

stunting cases. 

Several researchers have applied machine learning to predict nutritional needs, as shown 

in Table 1. Chilyabanyama et al. (2022), Rahmi et al. (2022), and Yunus et al. (2023) have 

predicted stunting based on nutritional needs with C4.5, Support Vector Machine (SVM), 

Logistic Regression (LR), Random Forest (RF), and XGBoost methods. However, no one has 

used the Naïve Bayes method for stunting prediction. However, Putri et al. (2020) researchers 

have implemented Naïve Bayes on toddler nutrition prediction with satisfactory accuracy results 

of 100%. The study conducted by Putri et al. (2020) became the basis for this study to 

implement the Naïve Bayes method. Using the Naïve Bayes method can consider the results and 

accuracy of information with a small amount of data. In addition, classification using Naïve 

Bayes is most widely used for prediction, especially in data sets with many categorical or 

nominal type attributes (Bours, 2021). 
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Table 1 – Previous Studies About Nutrition Fulfillment Prediction 

Research Object Method result 

Putri et al.  (2020) Toddler Nutrition Naïve bayes Accuracy = 100% 

Hemo & Rayhan 

(2021) 

Malnutrition Classification tree, 

Random Forest 

Classification tree 

- Accuracy for Stunting prediction = 

70.10% 

- Accuracy for Underweight 

prediction = 72.40% 

Random forest 

- Accuracy for Stunting prediction = 
68.70% 

- Accuracy for Underweight 
prediction = 70.50% 

Nazir et al. (2022) Toddler Nutrition C4.5 and Particle 

Swarm Optimization 

Accuracy = 94.49% 

Yunus et al. (2023) Stunting C4.5 Accuracy = 61.82% 

Rahmi et al. (2022) Stunting SVM Accuracy = 100% 

Syahrial et al. 

(2022) 

Stunting SVM-RBF Accuracy = 78% 

Shen et al. (2023) Stunting 

(Papua New 

Guinea) 

LASSO-XGBoost Accuracy = 0.728  

Precision = 0.715 

Recall = 0.628 

F1 scores = 0.669 

Chilyabanyama et 

al. (2022) 

Stunting LR, RF, SVM, 

XGBoost 

Accuracy for Stunting prediction 

- LR = 45.9% 

- RF = 61.62% 

- SVM = 55.83% 

- XGBoost = 58.51% 

 

3. Research Methods 

Indonesia is one of the countries paying attention to the problem of stunting. The 

prevalence of stunting in Indonesia in 2018 reached 30.5%, which can be categorized as very 

high (Raiten & Bremer, 2020). According to the results of the Indonesian Nutrition Status 

Survey in 2022, there are three provinces with stunting prevalence in Indonesia, namely East 

Nusa Tenggara, West Sulawesi, and Papua provinces at 35.3%, 34%, and 35% (Arumi et al., 

2023). The Indonesian government has been working to reduce the prevalence of stunting. The 

government conducts monitoring in 34 provinces, especially in 514 districts. Based on the 

Medium-Term Development Plan, the government targets the prevalence of nutrition problems 

to decrease to 14% by 2024. In addition, the government designed 11 specific interventions, 

namely, anemia screening, consumption of blood supplement tablets for adolescent girls, 

antenatal care, consumption of blood supplement tablets for pregnant women, provision of 

supplementary food for pregnant women with chronic energy deficiency, monitoring of toddler 

growth, exclusive breastfeeding, provision of animal protein-rich complementary food for 

under-fives, management of toddlers with nutritional problems, increasing coverage and 

expansion of immunization, education of pregnant women and families, including triggering 

open defecation-free. This program focuses on the period before birth and children aged 6-23 

months because stunting prevention is much more effective than stunting treatment (Indonesia, 

2022).  However, stunting can be prevented by prediction using machine learning. 

This study implements Naïve Bayes in predicting nutritional needs in children. The 

research stages are divided into five: gathering, data preprocessing, naïve Bayes modelling, and 

evaluation. Fig. 1 shows the following stages of this research. 
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Fig. 1. Research Flow in This Study 

 

A. Data Collection 

This study collected data from primary data by interviewing the head of the health center 

(Puskesmas), midwife coordinators, and pregnant women at Puskesmas Lawang in Malang, 

Indonesia. The interview participants consisted of children aged between 1-5 years old and had 

been visited within the last six months to the health center. In addition, during the interviews 

always ensured that the data obtained was consistent and in-depth. In primary data collection, 

this study used purposive sampling method to ensure the representation of social and economic 

backgrounds. 

This study also uses secondary data obtained from the Puskesmas database. There were 

200 child growth screening results data that had 12 attributes, namely child's name, date of 

birth, parent's name, parent's address, name of pre and postnatal health service center 

(Posyandu/Pos Pelayanan Terpadu) and information for mothers and children under five or 

Integrated Service Post), birth weight, birth height, birth order, weight measurement results, 

height, child's age every month, and history of vitamin intake. This data collection was 

undertaken to ensure that the data provided a comprehensive and representative overview of 

child growth and development. Thus, the sampling method and participant criteria can represent 

information that is expected to be more credible and valid. 

 

B. Preprocessing 

In this study, there are two stages of data preprocessing, namely the selection of attribute 

features and the removal or alteration of inconsistent and appropriate records. The data obtained 

has 12 attributes, namely child's name, date of birth, parent's name, parent's address, name of 

pre and postnatal health service center and information for mothers and children under five, 

birth weight, birth height, birth order, weight measurement results, height, child's age every 

month, and history of vitamin administration. However, eight attributes were used in the next 

stage: gender, age, weight, height, head circumference, pre-screening, vision test, and nutritional 

status. Other attributes such as demographic data needed to be removed as it was less relevant 

and did not contribute significantly to the model. The selection of attributes is important 

because it can help build a more robust, efficient, and easy-to-interpret model (Gosiewska et al., 

2021). The characteristics of the data used in this study are shown in Table 2. 
Table 2 – Data characteristics 

Attribute Range 

Age [0.50 … 64.50] 

Body weight [0.36 … 23.90] 

Height [11.40 … 110.05] 

Head circumference [36.00 … 51.00] 

Gender 0 = Girl 

1 = Boy 

Pre-Screening 0 = Dubious 

1 = Age-appropriate 

Vision Test 0 = Not conducted 
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1 = Normal 

Nutrition Status 1 = Good nutrition 

2 = Malnutrition 

3 = Over nutrition 

Another preprocessing stage is the data cleaning process that aims to remove noise, 

inconsistent, and irrelevant data. Inconsistent data such as incomplete entries or inappropriate 

information needs to be removed to maintain the quality and accuracy of the data used in the 

analysis (Nandan Prasad, 2024). For example, there are several data records that have a value of 

0, especially in the attributes of body weight, height, and head circumference, so these data 

records need to be removed because it has the potential to make the results invalid. 

Moreover, preprocessing is also done by cleaning other data such as inconsistent attribute 

writing when filling in the data. This was found in the age attribute, for example the writing in 

one record was “35.5 bulan” but another record was “38.5”. The inconsistency of data input in 

one record adds the word “bulan”, but in another record without adding the word. In this 

research, inconsistent data like this example will be processed by removing the word “bulan”. 

After preprocessing, the number of records obtained is 174 data. Furthermore, after identifying 

the data, this study only uses eight attributes. 

 

C. Naïve Bayes 

Naïve Bayes is a simple classification that applies Bayes' theorem by assuming all 

features are unrelated. Naïve Bayes users use the overall probability, which is the probability of 

the data against the category (prior). Afterwards, the data will be categorized based on the 

maximum probability (posterior). With other data, this method assumes that the availability of 

certain class features is not related to the availability of other features (Mansour et al., 2022). 

Naive Bayes assumes that the features in the dataset are independent of each other. Next, a 

posteriori probability calculation for each class is used to classify new instances (Alamer et al., 

2023; Permatasari et al., 2023). The class with the highest probability is the predicted class. 

In this study, the characteristics of the dataset and the challenges faced are in line with the 

advantages of Naïve Bayes. Compared to other classification methods such as Random Forest 

and Support Vector Machine (SVM), Random Forest (RF) is a flexible and robust method 

because it can handle large datasets with complex features without overfitting. However, RF 

tends to require more resources for training than Naïve Bayes (Bogdal et al., 2022; Stiawan et 

al., 2020). On the other hand, the SVM method is also very effective in high-dimensional spaces 

with kernels that can solve non-linear problems, but SVM works slowly on very large data with 

complex parameter tuning (Chauhan et al., 2019; Ghosh et al., 2019). Based on the comparison 

of the advantages and disadvantages of the methods, the selection of Naïve Bayes in this study 

provides a balance of efficiency and performance on limited sample size problems (Blanquero 

et al., 2021). 

The Naive Bayes formula used as shown in Equation (1) is as follows 

 (    |            )  
 (  )  (          |  )

 (          )
 
      (1) 

where: 
 (    |            ) = probability of class      given features              

 (    ) = prior probability of class      

 (  |    
) = probability of feature   given class      

In the Naïve Bayes implementation process, this study uses Weka to find the prediction results. 

Next, with these tools, we tested the test scenario six times. 

 

D. Performance Evaluation 

Testing the performance of the model aims to determine its performance. Testing is 

performed with six scenarios to determine how well Naïve Bayes classifies growth and 

development deviations in children. Each test in the scenario requires evaluation methods such 

as Accuracy, Precision, Recall, and F-measure (Jia et al., 2020; Peretz et al., 2024). Accuracy is 
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used to calculate the percentage of correct predictions compared to the total predictions shown 

in Equation (2). 

          
                             

                                                               
   (2) 

 

Afterwards, precision is calculated to find the proportion of correct optimistic predictions 

out of all positive predictions. Meanwhile, recall calculates the proportion of positive cases that 

Naïve Bayes detects out of all real positive cases. Finally, the F-measure is applied to balance 

precision and recall (Peretz et al., 2024; Sravani & Karthikeyan, 2023; Widyawati et al., 2023; 

Yudhana et al., 2022). The equations to calculate precision, recall, and F-measure, respectively, 

are shown in Equations (3)-(5). 

           
             

                            
       (3) 

 

        
             

                            
       (4) 

 

               
                 

                
       (5) 

 

4. Results and Discussions  

A. Exploratory Data Analysis 

The data for this study has eight attributes consisting of seven independent attributes and 

one dependent attribute. Based on the correlation matrix presented, there are several results 

obtained from the relationship between variables in order to strengthen the exploratory analysis 

of the data shown in Figure 2. First, a significant positive correlation occurs between age and 

height (0.50) and head circumference (0.57). This means that children's physical growth 

increases with age. Similarly, the relationship between weight and height is 0.57, indicating that 

children who weigh more tend to have greater height. These two indicators are important factors 

for evaluating nutritional status because good and balanced nutrition is essential for optimal 

growth and development of children (Elgadal et al., 2024). Good nutritional status can be 

monitored through BMI, which is a growth standard derived from a child's weight and height 

(Reber et al., 2021). Adequate nutrition supports healthy physical growth (Mkhize & Sibanda, 

2020; Zong et al., 2024). An important role in achieving good nutritional status in children 

comes from adequate nutrient intake, access to nutritious foods, and health interventions to 

improve child health (Heidkamp et al., 2021). However, there needs to be additional analysis of 

whether the relationship is linear or whether there is a significant non-linear pattern. 
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Fig. 2. Correlation Matrix Result 

Meanwhile, there is a strong negative correlation between nutritional status and screening 

results, as indicated by a value of -0.74. This indicates that children with poorer pre-screening 

results tend to have lower nutritional status. Good nutritional status can reduce the risk of 

disease, leading to better screening results. A similar negative correlation was observed between 

vision test results and nutritional status at -0.12. This correlation could be interpreted as health 

problems such as vision occurring due to a lack of intake of certain nutrients such as vitamin A, 

but this needs to be investigated further (Tanumihardjo et al., 2016). However, overall, the 

exploratory analysis of the data provides interpretations that can make a significant contribution 

to understanding and addressing the risk of stunting. 

 

B. Scenario Test Analysis 

In this study, the model utilizes seven independent attributes, namely gender, age, weight, 

height, head circumference, pre-screening, vision test, and nutritional status, to detect the 

nutritional status of children. The attribute was selected based on the correlation matrix results. 

In contrast to other studies, Putri et al. (2020) used three attributes, namely age, weight, and 

height. Likewise, using three attributes, Ula, Ulva, Saputra, et al. (2022) applied sex, weight, 

and height for child nutrition status detection. Furthermore, Rozaq & Purnomo (2022) have four 

attributes, namely gender, age, height, and weight. Then, Darnila et al. (2022) also utilized six 

attributes, namely weight, height, head circumference, upper arm circumference, fathom length, 

and knee height. Gustriansyah et al. (2024) consider seven attributes, namely name, gender, age, 

weight, height, and BMI. The addition of attributes in this study allows for a more 

comprehensive and accurate analysis, considering various variables that can affect children's 

nutritional needs. 

In addition, this study uses one dependent attribute, namely nutrition status, which is 

divided into three categories: good nutrition, malnutrition, and Overnutrition. In the study, 

Hemo & Rayhan, (2021), Rahmi et al. (2022), Talukder & Ahammed (2020), Ula, Ulva, 

Mauliza, et al. (2022), and Yunus et al. (2023) only two categories were used, namely 

Malnourished and Nourished. In contrast, the study of Nazir et al. (2022) utilized four classes, 

namely Very Short, Short, Normal, and High, and the study of Ula, Ulva, Ali, et al. (2022) also 

tried to use four classes namely Short, Tall, Thin, and Fat. Meanwhile, Ridwan & Sari (2021) 

applied to five classes, namely Very Thin, Thin, Normal, Fat, and Very Fat. The use of fewer 

class categories in this study was designed to improve efficiency and ease of interpretation of 

the results while still maintaining adequate prediction accuracy. 

In the following study, the model was tested in six scenarios by sensitizing the training 

data from 90%, 80%, 70%, 60%, 50%, to 40%. The division of scenarios is based on the 
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number of datasets used in the training and test process. The test aims to test the model or 

pattern obtained from the training data. In the first scenario, the training and test data were split 

by 90% and 10%. The scenario test results are shown in Table 3. 

The first scenario test used 90% training, and 10% test data obtained an accuracy value of 

76.47%. The highest precision value occurs in the Good Nutrition class, 92.3%; the most 

considerable recall value is in the Malnutrition class, 100%; and the largest F-measure is in the 

Good Nutrition class, 85.7%. When viewed from the output, the correct data from the Good 

Nutrition and Malnutrition classes are 12 and 1, respectively. 

The second scenario was tested with 80% training data, obtaining an accuracy value of 

77.14%. The most considerable precision value in the Good Nutrition class is 96.3%, the 

enormous recall value in the Malnutrition class is 100%, and the largest F-measure in Good 

Nutrition is 88.1%. The correct output results in the Good Nutrition and Malnutrition classes are 

26 and 1, respectively. 
Table 3 - Result of precision, recall, and F-measure 

Scenario Class 

Evaluation Confussion Matrix 

Precision Recall 
F-

Measure 

Good 

nutrition 
Undernourished 

Over 

nutrition 

1 Good nutrition 92.3% 80% 85.7% 12 3 0 

Malnutrition 25% 100% 40% 0 1 0 

Over nutrition NAN 0% NAN 1 0 0 

2 Good nutrition 96.3% 81.3% 88.1% 51 9 0 

Malnutrition 12.5% 100% 22% 0 2 1 

Over nutrition NAN 0% NAN 2 3 2 

3 Good nutrition 97.5% 81.3% 88.6% 39 9 0 

 Malnutrition 8.3% 100% 15.4% 0 1 0 

 Over nutrition NAN 0% NAN 1 2 0 

4 Good nutrition 96.2% 85% 90.3% 61 11 1 

Malnutrition 14.3% 66.7% 23.5% 0 3 3 

Over nutrition 66.7% 28.6% 40% 2 2 4 

5 Good nutrition 96.8% 83.6% 89.7% 74 14 1 

Malnutrition 18.8% 50% 27.3% 0 4 2 

Over nutrition 50% 50% 50% 2 3 4 

6 Good nutrition 97.4% 83.1% 89.7% 12 3 0 

Malnutrition 19% 66.7% 29.6% 0 1 0 

Over nutrition 57.1% 44.4% 50% 1 0 0 

The third scenario test uses 70% and 30% of training and test data, respectively. It 

obtained an accurate value of 76.92%. The most significant precision value in the Good 

Nutrition class is 97.5%, the enormous recall value in the Malnutrition class is 100%, and the 

largest F-measure in Good Nutrition is 88.6%. Based on the test data, the correct data for the 

Good Nutrition class is 39, and the correct data for the Malnutrition class is one. 

Furthermore, the fourth scenario was tested using 60% training data. The accuracy result 

obtained is 78.57%. Meanwhile, the most significant precision value occurs in the Good 

Nutrition class, which is 96.2%; the most considerable recall value in the Good Nutrition class 

is 85%, and the largest F-measure in Good Nutrition is 90.3%. In this test, the correct data 

results in the Good Nutrition class were 51 data, in the Malnutrition class there were two data, 

and in the Over Nutrition class there were 2 data. Next, the fifth scenario test with training data 

and test data of 50% and 50%, we obtained an accuracy value of 78.16%. The correct data 

obtained in the Good Nutrition class are 61 data, in the Malnutrition class are 3 data, and in the 

Over Nutrition class are four data. Finally, testing the sixth scenario with 40% training data and 

60% test data, the accuracy obtained is 78.84% with correct data in the Good Nutrition class, as 

much as 74 data, in the Malnutrition class, as much as four data, and in the Over Nutrition class 

as much as four data. 

Naive Bayes is a simple yet effective probability-based classification method for many 

classification tasks, especially those involving text data. Based on Table 4, Naive Bayes can be 

analyzed for performance characteristics and performance through testing six scenarios by 

sensitizing the training data from 90%, 80%, 70%, 60%, 50%, to 40%. Based on the evaluation 

results, the precision metric has high consistency especially in the “Good nutrition” class, while 
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Recall shows considerable variation results especially in the “Malnutrition” and “Over 

nutrition” classes. The high precision value in the “Good nutrition” class represents that the 

model's ability is good to ensure that individuals really have good nutritional status by meeting 

the appropriate criteria. Meanwhile, the recall value is low in some classes such as 

“Malnutrition”, for example in scenario 4, which obtained 66.7%, it can be said that the model 

often fails to detect so that it has a serious impact if individuals with malnutrition but are not 

immediately identified. the category is a record that avoids positive errors. The gap between 

precision and recall results represents a trade-off in model performance. In addition, scenario six 

is the best recommendation for this study because it has the highest accuracy of 78.84% 

compared to the others, considering that the dataset used is balanced for each category. 

However, when compared to other studies, such as the study of Qasrawi et al. (2024) using a 

comparison of 80% training data and 20% testing data, we can get 99.8% accuracy using the 

Random Forest method. Then, in the study of  Shen et al. (2023) , using a comparison of 90% 

training data and 10% testing data, we obtained an accuracy of 72.8% using the XGBoost 

method. This comparison shows that although the methods and proportions of data used are 

different, the accuracy results can vary greatly, and the best choice depends on the specific 

dataset conditions and research objectives. 
Table 4 – Test scenario comparison result 

Scenario Accuracy Precision Recall F-Measure 

1 76.47% 92.3% 100% 85.7% 

2 77.14% 96.3% 100% 88.1% 

3 76.92% 97.5% 100% 88.6% 

4 78.57% 96.2% 85% 90.3% 

5 78.16% 96.8% 83.6% 89.7% 

6 78.84% 97.4% 83.1% 89.7% 

The use of seven attributes allows for more comprehensive and accurate detection of 

children's nutritional status compared to previous studies that used fewer attributes. With one 

dependent attribute divided into three categories, this approach improves efficiency and ease of 

interpretation of results. Scenario six (40% training data and 60% testing data) is recommended 

as the best approach in this study, with the highest accuracy of 78.84%. Despite the different 

methods and data proportions, the variation in accuracy results show that the best choice 

depends on the specific dataset conditions and research objectives. Overall, Naive Bayes 

showed good resilience to changes in the proportion of training data. Despite a decrease in recall 

at a smaller proportion of training data, precision remains high, which helps keep accuracy and 

F-Measure reasonable. This method is very effective for some classification tasks, especially 

when dealing with text data or data with well-separated probability distributions, as seen from 

the constant high accuracy performance (Al Moubayed et al., 2020; Yaqoob et al., 2023). When 

faced with a large amount of training data, Naive Bayes may be prone to overfitting, as shown 

by the decrease in recall at a smaller percentage of the training set. This result is due to the 

method's basic feature independence assumption, which often needs to hold in real-world data. 

With proper customization, Naive Bayes performs better on datasets with features that are 

highly dependent on each other or with highly uneven class distributions. 

The result of the experiment also confirms the strength of Naïve bayes algorithm for 

computational efficiency. In terms of computation, Naive Bayes has excellent efficiency. It is 

capable of processing huge datasets quickly since it determines the likelihood of each feature 

separately given the class label (Appasani et al., 2024). Since speed is essential in real-time 

applications, this efficiency makes it very helpful. When it comes to challenges on nutritional 

fulfillment prediction in children, Naive Bayes can deliver unexpectedly good results. It can do 

fairly well, especially when dealing with high-dimensional data, where other algorithms might 

not be as successful. The experiment confirms that Naive Bayes excels in situations where 

computational efficiency is paramount and where the data is high-dimensional, such as 

nutritional fulfillment prediction. This makes it a valuable tool in both research and real-world 

applications. 
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5. Conclusion  

Naive Bayes predicts child nutrition fulfillment based on 174 data with eight attributes. 

Based on the results of the analysis of the relationship between attributes, it was found that the 

factors of age, body weight, height, and head circumference significantly affect the growth and 

development of children in the Puskesmas area with a positive correlation of +0.57. When 

viewed from the results of data analysis, children with good nutritional status tend to have more 

optimal growth, which is determined by the social and economic background of the family. In 

addition, this study conducted six test scenarios involving the training data used. Based on this 

research, the highest accuracy value occurred in the sixth test scenario which amounted to 

78.84%. Furthermore, the highest precision value occurred in the third test scenario which had a 

value of 97.5%. The highest recall value of 100% occurred in the first, second, and third test 

scenarios. Meanwhile, the highest F-measure value of 90.3% occurred in the fourth test 

scenario. Although recall decreased when the training data decreased, accuracy and precision 

still obtained high values. These results show that Naive Bayes is reliable even when the 

training data is small. The findings have significant practical and theoretical implications. 

Practically, the results obtained can be used to design more effective nutrition interventions that 

consider the nutritional status of children. Another finding is that social and economic variables 

need to be considered because they can help policy makers design more comprehensive 

nutrition intervention strategies. However, when viewed from some test results, the NAN value 

is due to data in one or more categories not being missing in the test data, so the data used 

between categories needs to be balanced. Therefore, it is necessary to increase the amount of 

data by taking primary and secondary data from other villages or searching for secondary data 

with the same characteristics on websites that provide datasets. In addition, it is necessary to use 

other machine learning methods to compare performance between methods. This can implement 

evolutionary methods to automate machine learning parameters so that the performance of the 

model is maximized, and stunting prevention efforts are achieved with the proposed model. 
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